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Hydrogen Transport : Promises and
Problems

* Hydrogen fuel cells promise large amounts of
reliable and clean energy.

Individual Fuel Cell
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Hydrogen Transport : Promises and
Problems

* While net-energy costs of hydrogen capture

pose large hydrogen-switch barriers, safe and
low cost transportation methods also must be

develoged




Hydrogen Transport : Promises and
Problems

* Aviable transportation method involves
saturating metallic rods with hydrogen gas-
most notably Lanthanum Nickel (LaNi )

Absorbtion/Desorption High / Desirable pressure
at 300-325K 8N Bhyrdogen/ Bmetal equilibrium




How can we know the specifics? How
can we find even better options?

Finite Difference
Method




Hydrogen Desorption Modeling

* Using mathematical equations such as the
heat equation and numerical methods such as
Jacobian Iteration, it was possible to
formulate a program which modeled the
desorption of hydrogen from LaNi. rods.

33 C fean and 5D of incoming ra ;‘
34 PARAMETER |
34 1 CHMRDES=0.7
34 1 , C3RDES=0.2)
35 C Time nt of arrival of civilian aircraft
36 PARLMETER ( Legacy code fragment 4z problematic becauze
D 36 1 T0=8.5%60.0) 1r ( nmar ) mon
' c RELAXS = SRELAX(S) Literal val 4 and 1 i
Ry 37 ¢ RITID = VRITH(S) Do o G & G Bt
> . . e 38 C Military traffic MITERS [AX ITR(5) calculation routine.
FALSET = UTALST(S)

39 € e
40 REAL CALL HCSOLU(3, RELAXA, ... ) Highly abstracted routine call.
23 i :;ggiii gﬁé&egn}mz(nﬁsiné Less abstracted utility rousine call.

= , RELAXA = VRELAX(S)

’ 40 1 , MMVEL CALL LINRLX( ... ) Veility routine call.
40 1, MSVEL UARERR(S) = RESIDU
o : R 40 1, MMCLIN LKA = gﬁémg; Hoze low level simple assignments.
N 40 1 , MCLLOD CALL CSOLVT( ... ) Call to highly abstract routine.
Y ‘ s 2\ 41 C Mean and SD of bearing and speed of outgoing aircraft :m‘}imén:ﬁ:ug ;;3;,,“‘, Az
L Lhss 42 PARAMETER {
42 1 MMBEAR=3.0
Figurel:  Mixed levels of abstraction.
42 1, MSBEAR=7.0 gur
c 42 1 , MMVEL=300.0%1000/60/60

42 1

MSVEL=
‘ -
o ;lJ



Laplace Equation

In order to_extrapolate interior conditions and
multiple time-steps from a given set of initial
conditions, a special method of Jacobian
teration cdn be used. Given a mesh and
aplace’s equation with boundary conditions...
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Finite Difference Method

e ..and the following Laplacian obeying
numerical scheme...
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Finite Difference Scheme

e ..iteration over all mesh points gives the
Jacobian form
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Jacobi, Fortran, and MPI : Formulation
and Results

* This numerical technique is essential in
computations within the hydrogen rod, but

also takes up the vast majority of computing
time
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Jacobi, Fortran, and MPI : Formulation
and Results

* |In order to reduce the time needed for
computation, MPI was introduced

Express

e \\ // sasmacs
= M| o

TCGMSG — e
\/MPI -2

MPI (+/+)

_ Becomes..
IIIIIIIIII 1111~




Jacobi, Fortran, and MP]

and Results

e QOur Jacobian iteration program
Ran a 10% x 10* mesh

1.
2.

Incorporated MPI_Bcast and MPI_Reduce
functionalities, as well as MPI_Isend and
MPI_Recv for communication

Utilized the following formalism to break up jobs

between Processors
DO j my/d*(Nz/nprocs)+1 (my/d+1)(Nz/nprocs)
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= 3 do j=myid*(Nx/ 1,(myid+1)*(Nx/|
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3 : . aCcobian
un(i,j)=0.25d0*(uo(i+1,j)+uo i enddy ]
+1)+UO(I,J-1)) . local_err=0.0d0 JaCOblan
. global_err=0.0d0
enddo ' .
d d . ggJi=r1n'y\l‘|j*(Nx/nprocs)+1,(my|d+1)*(Nx/nprocs)
enaao - g -
. if(local_err.LT.abs(uo(i,j)-un(i,j)))then
local_err=abs(uo(i,j)-un(i,j)) Set TOlerance
endif
errmax=0.0d0 Z i
Q . ¢ if(myid==0)then
dO |=1,NX . c dqj=1,Nx \ )
do j=1,Ny b, e Gather all local
’
- e f  SetTolerance | ¢ endif SIS A1)
|f(errmax.LT.abs(uo(l,J)-un(l,_
- - . call mpi_reduce(local_err,global_err,1,MPI_DOUBLE_PRECISION, Select for
errmax=a bS(UO(I,j)—Un(I,j)) . &. ' MPI_MAX,0,mpi_comm_world,ierr)
h Y ¢ if(myid==1.AND.mod(counter,100)==0) | a rgest
e nd |f . c & print*,'before recv global_err=',counter,global_err
Com ute error o call mpi_bcast(global_err,1,mpi_double_precision,0,
enddo 2 . 8ff(m'id_co(r)n ,;nﬁ[\;v Orkfilzerr) ter,100)==0)
. if(myid==0. .mod(counter,100)==!
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if(errmax.LE.tol) goto 111 : e with new
. enddo

if(nprocs.gt.1)then
if(myid.ne.0)then
call mpi_isend(uo(1,myid*(Nx/nprocs)+1),Ny,mpi_double_precision,

do i=1,Nx
do j=1,Ny

uo(i .)_u n(i ') Replace J & myid-1,11,mpi_comm_world,request,ierr)
’J P 'J previous array d call mpi_recv(uo(1,myid*(Nx/nprocs)),Ny,mpi_double_precision,
en d d fo) . d & myid-1,12,mpi_comm_world,status,ierr)

W|th new d call mpi_wait(request,status,ierr)
enddo e Communication
CO u nte r=co u nte r+ 1 if(myid.ne.(nprocs-1))then

o call mpi_isend(uo(1,(myid+1)*(Nx/nprocs)),Ny,

gOtO 22 U pdate o &  mpi_double_precision,myid+1,12,mpi_comm_world,request,ierr)

iteraﬁon Count J call mpi_recv(uo(1,(myid+1)*(Nx/nprocs)+1),Ny,

&  mpi_double_precision,myid+1,11,mpi_comm_world,status,ierr)
call mpi_wait(request,status,ierr)

endif
endif U pd ate
counter=counter+1 . !

C if(counter==10000)goto 11 iteration count
goto 22

C goto22



Jacobi, Fortran, and MPI : Formulation
and Results

* Running on the LONI supercomputer at the
Queen Bee cluster, the program was executed
on 1,2,4,8,16,32,64, and 128 processors

Speedup

Speedup was capable
of reaching 14.47x
with 128 processors
compared with single
processor runs. Serial
trials ran for 10 hours
and 15 minutes
whereas 128
processors needed
only 42 minutes.

Speedup

nprocs

Fig. 1) Number of Processors vs. the relative speedup




Jacobi, Fortran, and MPI :

12

Actual vs Ideal Efficiency
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Actual vs Linear Speedup
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Fig. 2) Natural log of Number of Processors vs. Efficiency.
Red line depicts ideal utilization of all processors used.
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Hydrogen Desorption Modeling:
Revisited

* Serial versions of the hydrogen desorption
model (which use Jacobian iteration
techniques extensively) took ~32 hours to
complete.

— If MPI could be correctly implemented into this
program, wall-times could be reduced to ~2 hours




Hydrogen Desorption Modeling:
Revisited

* MPI implementation to this program

1.

Ran fifteen 40x40 arrays, 5 of which required
Jacobian iteration techniques to compute

Iterated through 10,800,000 time-steps

Utilized MPI_Bcast,MPI_Reduce, MPI_Gather,
and MPI_Barrier functions

Utilized the following scheme to break jobs

e between processors
L (myid .eq. 0) then j=2,Nz/nprocs

Process 2 Process 3

== @lSe if (myid .eq. nprocs-1) then

do j=(Nz/nprocs)*(nprocs-1)+1,Nz-1

Else do j=myid*(Nz/nprocs)+1,(myid+1)*(Nz/nprocs)




ing:

Hydrogen Desorption Model

Revisited
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The Future of Hydrogen Desorption
Modeling

* Once MPI techniques are successfully
implemented into models for hydrogen
desorption from LaNi. , modifications to the
structure of said compound can be tested
readily and with no extra experimental costs

Mg?
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Questions and Farewell

* Hope all your brains feels like...
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